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ABSTRACT: The processing of motion images, in healthcare in general and in scanning chest images in 

particular, has an extremely important meaning in reality because it is necessary to accurately determine 

location, size and rule of movement of objects (tissue, tumour…) for diagnosis, surgery or radiation treatment. 

The processing often makes use of IR (image registration) techniques, the virtue of which is to determine 

compatibility of pixels in 2 consecutive images in an image series. There are numerous methods of image 

registration but the popularly applied one is based on the criteria of optical flow speed. With regard of chest 

images, especially for analysis and diagnosis of lung tumour, we often have considerable discrepancies due to 

the complexity of movement ( random and quick variations in respiration) and flexibilty of cells (which leads to 

periodical change of brightness of each pixels based on respiratory rhythm and various diffraction). Some 

approaches are proposed such as CCLG (Combine Compressible Local Global formulation) to deal with the 

problem, but only with small displacement optical flow. In our research we study the approach of LDOF (Large 

Displacement Optical Flow) and the solution of CNN technology for parallel processing of large data. 
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I. INTRODUCTION 
Motion image analysis is a very important and complicated part in image processing, especially for 

healthcare image. In image processing, for studying motion objects, IR (image registration) approach are often 

proposed. Image registration is finding compatibility of every pixel in 2 succeeding images of a collected image 

chain”. The image chain is taken in subsequent moments during object surveying. There are many techniques 

applied in IR but the mainly used criteria is determing pixel based on speed of optical flow. Optical flow 

expresses speed of motion object in a image. Motion image processing in healthcare paid a special attention to 

optical flow mathematic model, especially scanned chest imge to find and analyse activities of tissue, tumour, 

defect… and recommend suitable treatment regiment. 

Cellular neural networks (CNN) has been developed since 1988 [1][2] and has gained considerable 

achievements, CNN is a neuron network and is designed as a simulation of retina in human eye. The largest 

differnce between CNN and ordinary neuron network lies in the fact that each cell only interacts and exchange 

information directly with its neighbours and this itnteraction is neutral, constant (identical) and isotropic, so that 

it is easy to realize those relations and processes by VLSI. The most popular application of CNN is to solve real 

time image processing problem because CNN is very efficient in parrallel processing for large data volume. 

In this article, we analyse and propose optical flow analysing model based on CNN techonogy which provides 

faster and more accurate solution than the traditional approach based on sequence calculation. 

 

II. METHODOLOGY 
2.1 Basic equation of Optical Flow and discrete process 

 As a common sense, in motion image processing, it is important to determine compatibility of pixel 

between two consecutive images. The speed of each pixel in motion picture sequence (Optical flow) is an 

important characteristic to solve this problem. For scanned image, the strength of light of each pixel I (x, y, t) is 

correspondent with the density of cell tissue ( , , )x y t  where x, y is coordinate of pixel in space  and t is 

time.So the mathematic expression of pixel is as follows : 

( , ) ~ ( , ) (1)I t tx x                                                                             r  
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In most image processing methodes for scanned images, it is assumed that light strength of each pixel, 

corresponding with tissue density, is constant with time: ( , ) ( , )I t t const x x , that means: 

( . , . , ) ( , , )                                                    (2)I x u dt y v dt t dt I x y t   
 

Taylor deployment for left side: 
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Eliminating high-derivative components ( considered as Extremely small ) and assuming h=1(pixell)the 

equation (2) will be: 
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 With equation (3) we can not find unique solution for optical flow problem (an equation with two 

variables u,v of speed V). We must add another condition for this problem. Horn- Schunk assume that speed of 

neighbouring pixels are similar, or speed variations of pixels are flexbible [9], so the authors introduced 

flexibility coefficient (smoothing) for speed calculation problem. By idea of Horn- Schunk, we merge 

equation (3) with assumption of unchangable speed of neighbouring pixels in to convex function (4) and find 

value of V to minize this function: 
2

22 2

1

1
min ( )                                                   (4)

2
i

i

h x v d
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 v
x  

Where ( ) .
t

h x I V I= Ñ +  

0  is smoothing coefficient. We can find V to minize function (4) by Variational Calculus. As (4) is a convex 

square functional so the necessary and sufficient condition for optima V is to satisfy corresponding Euler- 

Lagrange equation: 

0                                                  (5)
f d f

x dt v

¶ ¶
- =

¶ ¶
 

The boundary condition is : 

( ) 0;   1,2                                          (6)T

i iv Ih i   e n  

Where 
ie  is the unit vector of the axis I,n is the normal vector to the boundary surface.In (5) and (6) we use 

those marks: 
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After calculating the derivatives of (5) and reducing, the Euler-Lagrange equation has the form: 
2 2

2 2
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Where 
2  is the Laplace operator,   

2 2
2

2 2x y
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Can rewrite (7) in short form :   
2
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In [9], Horn - Shunk presented the approximate calculation for image derivatives as follows: 
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In addition, the Laplace operator for the velocity components 
2

uÑ , 
2

vÑ , calculated as follows: 

 

2
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Calculate the same way for ∇v
2and v ij . Substitute (9) into (7) we have: 
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2.2 CNN network and compute Optical Flow based on CNN 

The CNN network is a dynamically linked system of identical elements, each element is on an MxN grid node 

and has the equations described as follows: 

 Status equation: 

ij, ij,

, ,

(. ( ). ( )) ( ( ). ( ))                                (11)

r r

ij ij kl kl ij kl kl ij

k l S k l S

x x A y t y t B u t u t z
Î Î
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 Output equation: 

( ) ( )                                                                                                                            (12)ij ijy t f x=  

 
, ,ij ij iju x y  are accordingly input, state and output of cell at the grid node (i,j) in the MxN network.

, rk l SÎ  denotes the parameters of the grid node at (k,l) which is neighbours of (i, j) in influence area rS . The 

influence area rS  is determined by the radius r, for example r=1 then rS is dimension 3x3 in 2D space (In 3D 

it is a sphere with radius r). , , ;    ;  ij kl ij klA B z% %
 are accordingly are feedback, control ans bias tempates of cell 

(i,j). , , ;   ij kl ij klA B% % is for general case of neural and non-linear templates.
 

The documents [1] [2] have all clearly demonstrated the convergence of the solution and the stability of the 

system. 

 Case , , ;   ij kl ij klA B% %
 are single and linear template, they are rewritten asAij ,kl , Bij ,kl , and : 
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Figure 1 shows a diagram of a cell, with a radius r = 1. 

 Case DCNN (Delayed Cellular Neural Network), formula (11) converts to: 
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ij, ij, ij, ij,
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Figure 1. Diagram of a cell. 

 

In the application, there are some types of linear CNN as follows: 

+ CNN Zero feedback: A=0 

 

 
Figure 2. Activity diagram of a cell without feedback. 

 

With z=0,  equation (15) is: 

ij, ij,

, ,

. ( ) . ( )                        (16)

r r
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x x B u t B u tt t
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+ CNN autonomous (Zero input): B=0 

 
Figure 3. Activity diagram of a cell without input (Autonomous) 

 

+ CNN uncoupled, template A has aij=0 if  i≠j. 

Going back to the discrete Euler - Lagrange equation in (10), it is shown that calculating process for (u, v) can 

be implemented on CNN by finding the stability solution of the following differential system by virtual time as 

follows: 
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In this case, we construct a 2-layer CNN network structure (Figure 4) to process 2D images for two components 

(u, v) of velocity v. Deploying the formula (17), we get it: 
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Figure 4. Two-layer CNN model calculates the component velocity (u, v) of the point (ij) 

 

 With  A
12

 và A
21    

are feedback templates of layer 1 (with u as status of CNN) for layer 2 (with v as 

status of CNN) and versus. And Z
1
, Z

2
 are bias of layers 1 and 2. . We can determine weighted connection 

matrix of cells as follows: 
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As shown in above, the calculation of image derivatives Ix, Iy, Itare  necessary. We use cell network DCNN 

(Delayed Cellular Neural Network) to approximately calculate those derivatives. Use formula (16)  to 

calculation for the status xij for obtaining steady state: 
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  Put xx I= , we has : 
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Put yx I= , we has : 
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Put tx I= , we has :    
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Figure 5. Model of DCNN cell computes the image derivative 

 

We have a two-layer cell network to calculate the image derivative: 

 
Figure 6. Two layers of CNN calculate the image derivative 
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In which, layer L1: uses autonomous CNN format, and layer L2: CNN has no feedback. 

 

2.3 Culculate optical flow with large displacement (LDOF) 

 In solving problem (10) we must often use finite difference methode to approximate image derivatives, 

whose accuracy depend on displacement of pixel. For large displacement images (that is, images that move too 

fast during the survey period), it is obvious that the error is too large, leading to image verification (Image 

Registration - IR) become seriously inaccurate. To solve this problem, there are many solutions that are brought 

up, together, they often find ways to combine the image verification (IR) process with the image inpainting 

method.That strategy begins with the idea of incorporating unknown image information into IR process. The 

most simple example is IR for P0and P1. We make some modifications by inserting some unknown image data 

into time space from P0and P1. This leads to LDOF (Large Displacement Optical Flow) formula: 
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As is well known, the solution of the optimal problem results in the satisfaction of the Euler-Lagrange equation. 

Through the implementation steps, the following results are obtained: 
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To solve the system (20) by CNN, we can separate them into two groups of equations: 
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b)   
2( . ) 0ttdiv h v I   

 

 Equations (a) can be solved to compute velocity components (u, v) when knowing image I (and its 

derivatives in 2D space are: ;x yI I  ). In contrast, with (b) if we know (u,v) we can also identify image I. From 

the above comment, to solve the problem, we can construct two modules M1 and M2, in which M1 computes into 

the velocity v=(u,v) satisfies the equation group (a), while M2 calculates I satisfies the equation group (b). M1 

and M2 are applied CNN technology to solve PDE differential equations. The algorithm is modeled as shown in 

Figure 7. The stop condition (end of the loop) is determined by the convergenceflag for each coordinates 

(element at position (i, j) in image matrix I): 
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Where x, y : state and output of cell 

 

In fact, when running the program, instead of checking convergenceflag, we just need to select the number of 

loops large enough. 

Designing M1 and setting up algorithm (a) as shown in (3). Now we deploy for M2 (equation (b)): 

( . ) . ( ) . ( . . ). ( ) .x y tdiv h v h div v h v I u I v I div v h v           
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To reduce complexity in calculation, we set h as constant to x,y,t ; then equation (b) becomes :  
2( . . )( ) 0x y t x y ttI u I v I u v I      

Put . .x yI u I v   ; and x yu v    ; We have: 2. . . 0                    (*)t ttI I    

To approximate I by the time axis, we discrete the time domain, considering the time axis as created by the grid 

points with grid distance as t . Then there are the approximate formulas for first and second derivative 

derivatives as follows: 
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Replace (*) and find stability solution I: 
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Figure 7. The algorithm solving the equations LDOF 

 

Put 1t  . The differential equation (23) is solved by CNN with the model and the template defined asfollows:

0 ;     .B Z   
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Figure 8. CNN for solving the equations LDOF 
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III. RESULT AND DISCUSSION 
3.1 Experiments 

Test running with motion brain image data based on biological rhythm. The MRI image obtained a sequence of 

27 frames. 

 

 
 

It is possible to choose randomly 2 consecutive 2 image for optical flow experiments.CNN simulation is on 

Matlab code. Experiment for 21
st
 and 22

nd
 frame: 
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Calculating optical flow, the resulting velocity vectors are displayed as follows: 

 

 
 

Zoom in: 

 

 
 

 In general, medical animation processing is particularly interested in applying the mathematical model 

of Optical flow to detect and analyze the operation of tissues, tumors, deformities,etc… to help find out  

processing of recommending an appropriate treatment regimen. 
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3.2 Conclusion and Open Problems 

 Motion image processing in healthcare has drawn attention of researchers to satisfy high demand in the 

field of image diagnosis and treatment ( X- ray, PET, MRI, CT scanning…) Chest scanned image 

ischaracterized by soft object, rapid movement, complex disformation, discrepancy bu artificial influence… so 

the analysis and processing require high accuray and high speed. Optical flow based on gradient calculation 

hence is suitable for its flexibility and accuracy. 

 CNN network with above mentioned templates can be used to solve optical flow speed calculating for 

medical images (especially chest scanned image). Compared with previous methodes (sequentialprocessing, 

repeating algorithm…) this approach has many advantages: calculation speed of CNN network does not 

depened on size of imge but only on transition phase of electric cuircuit so it is very fast. Here we make a 

summation of research orientations and appoaches to optical flow in healthcare. We also deal with some 

problems and solutions (motion imge and large displacement, large data processing, fast speed…). Special 

attention is paid to application of CNN technology, a new but very potential tendency in motion image 

processing. 

 Nevertheless there are some problems to be addressed such as: the stability of CNN network, the 

requirement of sophisticated simulations, compressed image processing, large displacement in 3- dimension 

spce, processing and installation in 4- dimension space (3 spatial dimensions and 1 time dimension) 
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